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Machine learning is:

« Methods for making machines learn from data.
* One of the hotest areas of research in Ai today!

« Hugely successful due to
a confluence of data,
computational resources,
advancements in efficient
and effective algorithms,
and massive amounts of
capital.
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Folk music is:

* An historically motivated categorization of musical practice
among “common” people sharing
a regional identity

« Often accompanying other
practices, such as dancing or
story telling

« Passed aurally with provenance




Ai Folk?
Faux Folk?

trAiditional Music?
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An Example: “The Boys of Ballinaburre”

folk-rnn (v2, with beamsearch n=2)

{ A Z‘l i i { { 1 l ‘E { i @ "'—F
\.)U - o—o - i 1
e e s e e e e —_— i
{5 & —1 il ’I T —— J — I :E
3 P E—- s —° - & @
) 4
7y |
2z Crtealef Tt it 2
Al 4 F-—_-ﬂ
= — —— 1
o o e e e e —— 3t
1 | ‘ | P~ m— 1
[} — “ ———

https://youtu.be/gcOZZpfSM E



https://youtu.be/qcOZZpfSM_E

Some background
How did | get here?




About Hacker's guide to Neural Networks

The Unreasonab\e Effectiveness of Recurrent Neural

Networks

May 21, 2015
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http://karpathy.github.io/2015/05/21/rnn-effectiveness/

A basic recurrent network

target chars:

output layer

hidden layer

input layer

input chars:
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http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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g Source Code

[ karpathy / char-rnn  @Watch~ 569 Kstar 10k Yok 2.0k

<>Code (1) Issues 87 ) Pull requests 22 © Actions  |I'll Projects 0 FEWiki @) Security .l Insights

Multi-layer Recurrent Neural Networks (LSTM, GRU, RNN) for character-level language models in Torch

D 88 commits ¥ 1 branch T 0 packages © 0 releases 42 18 contributors
] Branch: master ~ ‘ New pull request | Create new file  Upload files | Find file ‘
@ karpathy Merge pull request #164 from gdb/master ... Latest commit 6f9487a on Apr 30, 2016
m data/tinyshakespeare first commit 5 years ago
B model changing default LSTM initialization to use biases of 1.0 for the for... 5 years ago
B util Fix unclear errors 4 years ago
[£ .gitignore Add t7 files to .gitignore 5 years ago
[E) Readme.md Update Readme.md 4 years ago
[£) convert_gpu_cpu_checkpoint.lua fixing a bug introduced in previous commit. We have to use doubles no... 5 years ago

) inspect_checkpoint.lua add opencl to sample.lua and inspect_checkpoint.lua, add link to clto... 5 years ago



https://github.com/karpathy/char-rnn

First experiments (1180 tunes)
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folk-rnn (v1): architecture

_____________________________________________

5,595,136 parameters

____________________________________________

____________________________________________________________
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http://thesession.org
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Recent activity

Cami Francesa Carre added Lost In The Loop to their tunebook.

2 minutes ago

emmdee left a comment on the discussion FS: 2004 Eamonn Cotter 4 keyed flute.

10 minutes ago


http://thesession.org/

Example transcription from thesession.org

27,27,"Drowsy Maggie","reel","4/4" "Edorian","|:E2BE dEBE|E2BE AFDF|E2BE
dEBE|BABc dAFD:| d2fd c2ec|defg afge|d2fd c2ec|BABc dAFA| d2fd c2ec|
defg afge|afge fdec|BABc dAFD|","2001-05-21 03:47:39","Jeremy"

18

Il
®
®
]
9
188
]
| 188
&
9
9

==




EXx i
ample transcription from thecoe~~—

® ©® data — Vi sessions_data_c\ean_v1 — 91x25
|

T: Drowsy Maggile
‘M: 4/4

L: 1/8

K: Edor

~E2 BE dEBE | ~E2 BE AFDF | (3EGE BE dEBE \ dDdB AFDF |

~E2 BE dEBE | ~E2 BE AFDF | GFEF GABC | dcdB A2 FA |

| fa (3aaa afed |

f£d (3ddd d2 ef | g3 ¢ g3 9

Be (3eee €2 eg |
fed | ~B3 B BAFA | ~d3 B AFDF ||

d2 (3bbb bage | fa (3aaa a

T: Drowsy Maggle

M: 4/&
‘L: 1/8
|"G" BA Bc wprdA FD |

K: Edor
wgm"E2 GE BE GE | "Em" E2 GB np"AD FD |"Em" g2 GE BE GE
"D"AD FD \“Em“ E2 GE BE GE \“G“ BA BcC np"dA FA: |

IlEmllge IID“fdllEmllec

|:vprd2 fd "A"cZ €C |*D"
IIDllaf IIEmllge \IIDII af

BA BC wp"dA FA |

wgm"E2 GE BE GE |"Em" E2 GB
de fo “D“af "Em"ge \"D" d2 fd np'c2 ecC \"G"
|"G" BA Bc wpvdA FD:|]

\“D“dz f£d "A"c2 ecC |"D" de fg
T: Drowsy Maggie

‘\M: L]k

L: 1/8

:K: Bmin
;\\BZ fB aBfB|B2 fB ecAc|B2 B aBfB|fefg aecAl
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folk-rnn (v1) + Sturm
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https://youtu.be/uSPDnew



https://youtu.be/uSPDnew-7sY

g

Nk
FKTHY

=d 100,000 tunes in 34 volumes

The folk-rnn (v1) Session Book
Volume 1 of 20*

) Sess;
/I I” O of lzlon 00k
. B
(3N
;f\\\‘ — .
[Yop . fER

I 4 7 e f /
der a Creative Commons Attribut I8 ) / Q J { —
' :) 4 I"
/ , o AN \

ht ighnoongmt.wordpress.com/2018/01/05/volumes-1-20-of-folk-rnn-v1-transcriptions



https://highnoongmt.wordpress.com/2018/01/05/volumes-1-20-of-folk-rnn-v1-transcriptions/

The Endless Traditional Music Session (2015)

Music generated and titled by a recurrent neural network,
trained on over 23,000 tunes from ABC code posted on The Session

This set is performed by The First Me Schoast (playlist updated every 5 minutes).

‘)))Q_— 0:44 < ol

Eld In The Weclanges
Pull Down The Battle

Total number of tunes generated now: 35809
Created by: Bob L. Sturm and Jo#o Felipe Santos. (More info.)

Page no longer works ®.
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Folk-RNN

Our artist this month is “Folk-RNN" - a computerized/ machine learning system
“trained” on folk music that composes ORIGINAL music!

‘ Folk-RNN was developed in London, England at Queen Mary and Kingston '
Universities and has composed over 35,000 original tunes — all based on

https://soundcloud.com/sturmen-1/on-hold-millennial-whoop-reel



https://soundcloud.com/sturmen-1/on-hold-millennial-whoop-reel
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Cami Francesa Carre added Lost In The Loop to their tunebook.

2 minutes ago

emmdee left a comment on the discussion FS: 2004 Eamonn Cotter 4 keyed flute.

10 minutes ago


http://thesession.org/

Comments @ thesession.org

Re: On computer generated tunes Re: On computer generated tunes
Jeez. A computer that noodles. That’s all we need. This has to be a windup, they're terrible!!
# Posted by Mark M 10 months ago. hahaha

Re: On computer generated *sample* tunes # Posted by irishfiddleCT' 10 months ago.

Frankly when I listened to the samples the percussion was the only bit which may have redeeming value. The

tunes, as they were, weren’t. Tunes that is.
Basically it’s crude turntabling without the sense of a musician familiar with the significance of various motifs &

phrases.

# Posted by AB 10 months ago. Re: On computer generated tunes
“I think it’s reckless to send Teach it to-dance first?! &

3,000 machine-created [tune
into the world.” -- thesession.
user Ergo

# Posted by ceolachan 10 months ago.

https://thesession.org/discussions/37800



https://thesession.org/discussions/37800

B configurations
I data

B metadata

A vanilla LSTM with a special vocabulary

https://github.com/lraKorshunova/folk-rnn

'y boblsturm committed on GitHub Update README.md Latest commit 52a7d37 22 hours ago
bugfix a year ago
change to readme a year ago

[ )
Updated metadata with newer trained mode® - W 7 / a year ago
/ y
NN

B samples

B soundexamples
=) .gitignore

=] LICENSE

= README.md
=) data_iter.py

= logger.py

=] sample_rnn.py

=) train_rnn.py

add metadata and samples " - 2 years ago

/ \ J NS
Update README.md (' . \.a - R M ago
‘ — | |

\'\abago
-y P

clean before checkout
license S e
Update README.md

added 1hot option

bugfix

added terminal output, fixed initialisation

bugfix

Sturm, et al., “Music transcription modelling and composition using deep learning,”

in Proc. Conf. Computer Simulation of Musical Creativity, 2016.


https://github.com/IraKorshunova/folk-rnn

Token types in the folk-rnn (v2) vocabulary

Aim: design a vocabulary that has little ambiguity, and efficiently
represents transcriptions.

1. Transcription (2)

2. Meter (7) M:4/4

<s> </s>

43

-

3. Mode (4) K:Cdor &

4. Measure (5) | |

2

.

5. Pitch (85) Ac M F—®—}

2

6. Duration (25) 2

w

7. Grouping (9) (3] ;ﬁ%

| — N
3

o All titles, ornamentations, etc. removed
» All tunes transposed to root C
« 137 tokens in total



Example transcription from thesession.org

27,27,"Drowsy Maggie","reel","4/4","Edorian","|:E2BE dEBE|E2BE AFDF|E2BE

dEBE|BABc dAFD:| d2fd c2ec|defg afge|d2fd c2ec|BABc dAFA| d2fd c2ec|
defg afge|afge fdec|BABc dAFD|","2001-05-21 03:47:39","Jeremy"

‘)-"- r | r | | e

s i | L T 3

\.Jy & & S @ L4
m T

oL 1

D)) ) [

Abp - » S R — =

oL 1 i ! l {

O : i

extract, transpose, tokenise

B, DICZGCBCGC|GFGA
B2dBA2c | GABF

cdBc I FDB:'

A G F
£ GAB
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folk-rnn (v2): architecture

5,599,881 parameters

_______________

—> Sample —> —> K:Cmix

_______________
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Human-in-the-loop composition

Deep learning for assisting the process of s
music composition (part 1)

Posted on August 11, 2015 by Bob L. Sturm

This is part 1 of my explorations of using deep learning for assisting the process of music composition. In this part, |
look at some almost-winning output of a model trained by deep learning methods on over 23,000 folk tunes, and
make improvements to produce a session-ready piece.

Deep learning for assisting the process of pa
music composition (part 4)

Posted on August 15, 2015 by Bob L. Sturm

This is part 4 of my explorations of using deep learning for assisting the process of music composition. In this part, |
look at the process of composition using a model built using deep learning methods on over 23,000 folk tunes. Part 1
is here. Part 2 is here. Part 3 is here. I

https://highnoongmt.wordpress.com/2015/08/15/deep-learning-for-assisting-the-process-of-music-composition-part-4/



https://highnoongmt.wordpress.com/2015/08/15/deep-learning-for-assisting-the-process-of-music-composition-part-4/

https://folkrnn.org/ FOLK RNN TUNE Ne1580

X:1580

M:4/4

K:Cmaj

CGGE GFEG| (3CCCCD EGEG|cAdc ecdB|ACDE G3A|
(3cccCG EGGC|EDCD (3EEEG2|cGGG e2dc| (3ABcdB c3d: |
| :te3d cege|f3d Bdga|gfeg ecde|fegc A2GF|

EGG2 cdeg|(3fffaf dafd|e2eg f£dBc|dedB c3d: |

The RNN properties were thesession_with_repeats with seed 441885 and temperature 1.

lk The prime tokens were M:4/4 K:Cmaj.
O RNN Generated on 14/06/2018, 14:46:35.

generate a folk tune with a
recurrent neural network HEAR IT
M >»P @——— 0:00
SEE IT
thesession.org (w/ :| :I
TEMPERATUR Si ) = = I“T ) : 3 = ~—.‘~_. —
1 : | 359615 . e e | ; —
e oo —— T —— o ®
) 1 A ( ]! 3
' _ T 3 T
44 | cwmaor - T — e |
Pl i) iesd des] [ g
! e o Ed rl —
—————
Enter start of tune in 3
ABC notation . o . ” o — Py
Z A\I7 =: 7 = i i i =
U T i | —= ] O ————
; ' -
—’? } '_I.'— &9 - L == = ._I
'g_—,-i —r1 = e e e 1 = —H
3 -~~ ‘\



https://folkrnn.org/

<s> M:4/4 K:Cmaj d e c C G 2
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https://youtu.be/ZN0Fi_oyu44
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https://soundcloud.com/sturmen-1

“Bastard Tunes” by Oded Ben-Tal (2017)
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Bastard Tunes - 1st movement

1,730 views * May 25, 2017 Ib 14 ﬂﬂ 0 4 SHARE = SAVE
: * 7 The Bottqmless Tune Box Eer "
e [ 96 subscribers ]

https://youtu.be/YZ2ibOksOm4



https://youtu.be/YZ2jb0ksOm4

Failure can be very interesting

YoulT1/E3

Eight short outputs generated by
a long short-term memory network
with three fully connected
hidden layers of 512 units each
trained on over 23,000 ABC “The Humours of Time Pigeon”

transcriptions of session music

(Irish, English, etc.), and Arranged for ensemble:
arranged by my own “personal”

neural network trained on who https://bit.ly/386wrnG
knows what for who knows how

long (I can’t remember any of

.,, S SN o ondede 4 onowes A

P o) 0:00/9:46

Va / Jd @ o [cc) Analytics Video Manager

Eight Short Outputs ... Nttps://youtu.be/RaO4HpMO7hE
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Pieces fr- ) Richard Salmon

PRESENTED BY O'REILLY AND INTEL Al LONDON

PUT Al TO WORK

rtifj_Cial 8-9 OCT 2018: TRAINING

9-11 OCT 2018: TUTORIALS & CONFERENCE
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https://www.eventbrite.co.uk/e/partnerships-tickets-31992055098

| 4

Ed SheerAl vs XenAkls vs Aldele
by Nick Collins (2017)

3 morphed pieces from “A Little Notebook for Anna Magdalena”
by J. S. Bach (1722) + MorpheusS (2017) Elaine Chew
3 morphed pieces from “30 and 24 Pieces for Children”

by Kabalevsky (1937) + MorpheusS (2017)

The Choice by Una Monaghan (2015) | Irish harp, concertina,
The Chinwag by Una Monaghan (2015) electronics



https://www.eventbrite.co.uk/e/partnerships-tickets-31992055098
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32 subscribers Wl 6,520 views = video Manager — NEEPS://www.youtube.com/channel/UC7wzmG64y2IbTUeWiji gKhA

«: 0 \:" 7

The Bottomless Tune Box o

F an
oy

The music on this channel arises from creative partnerships between musicians and a deep learning system that models music
transcription ... Show more

Uploads Public

Set #3 (fast reels)

Set #1 (jigs) ‘Chicken Bits and Bits and Bobs" ‘“Interlude® by Bob L. Sturm + "The Humours of Time Pigeon” by
31 views « 1 week ago 69 views + 3 weeks ago by Bob L. Sturm + folk-rnn folk-rnn Bob L. Sturm + folk-rnn
68 views *+ 3 weeks ago 26 views * 3 weeks ago 41 views + 3 weeks ago

Created playlists Public

s Pumosrs Of Tiee Figw

Riehsrd™S gmo
May I3 2
St Dunstan’s and All

IDEOS

) . y | . \ ‘s

TORBJORN HULTMARK

C4DM concert (QMUL Nov. 18 Partnerships concert (May 23 Two short pieces and an Bastard Tunes in Concert C4DM concert (QMUL Nov 23
2016) 2017) Interlude in Concert 2015)


https://www.youtube.com/channel/UC7wzmG64y2IbTUeWji_qKhA

An Unintentional Experiment!

Feedback w lTuesday, Jun 20th 2017 8AM 6Y“F “ 2 T1AM 75"F "2 5-Day Forecast
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The future of music: 'Bot Dylan' Al
writes its own catchy folk songs after
studying 23,000 tunes

« Computer composes new tunes after being trained on 23,000 Irish folk songs

« This allowed Al to learn the patterns and structures that make for a catchy tune

« So far it has created over 100,000 new machine 'folk tunes', researchers say IR
« It marks a significant step forward for the capabilities of artificial intelligence B | ) tjf*

https://www.dailymail.co.uk/sciencetech/article-4544400/Researchers-create-computer-writes-folk-music.html



https://www.dailymail.co.uk/sciencetech/article-4544400/Researchers-create-computer-writes-folk-music.html

Duane_1981, Preston, United Kingdom, 11 months ago

It's sounds very neat. It's missing the "human" element.

That's it?!!! I'm not impressed.

paevo, USA, United States, 11 months ago

Sounds like a robotic Irish jig....

Mikeyt1941, London, Canada, 11 months ago

{
.‘
' PaxRomana, Novi, 11 months ago

Totally lifeless without warmth. Mind you much human tuneless junk that passes for music today
isn't much better.

Clicktorate < 11 ¢ 1
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Fabrice, Manchester, United Kingdom, 11 months ago

No no no.

rocksnoop1, dover, United Kingdom, 11 months ago

Isn't music robotic enough these days?

pen, somewhere, United Kingdom, 11 months ago

Let's make all humans redundant, brilliant! Has everybody really lost their soul?!

Radar Also, Hemet, 11 months ago /e

This computerized "Al" is just so non musically untalented lazy nerds can infiltrate the world of true
musicians who love, created, and write the music from the joy, hurt, and life emanating from their
hearts.

Clicktorate < 7 O 1



Evaluation: Unintentional experiments
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The future of music: '‘Bot D
writes its own catchy folk
studying 23,000 tunes

« Computer composes new tunes after being traineu .

« This allowed Al to learn the patterns and structures that make .
« Sofarit has created over 100,000 new machine 'folk tunes', researchers .
« It marks a significant step forward for the capabilities of artificial intelligence

https://www.dailymail.co.uk/sciencetech/article-4544400/Researchers-create-computer-writes-folk-music.html



https://www.dailymail.co.uk/sciencetech/article-4544400/Researchers-create-computer-writes-folk-music.html

An Intentional Experiment

How difficult will it be for a professional
musician to produce an album using
material generated by our system that will
be judged successful within the idiom of
Irish traditional music?



100,000 tunes in 34 volumes

The folk-rnn (v1) Session Book
Volume 1 of 20*

ht



https://highnoongmt.wordpress.com/2018/01/05/volumes-1-20-of-folk-rnn-v1-transcriptions/




O conaill Family

let’s have anocher £AN @inm

1.
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“Let’s Have Another Gan Ainm”

Track listing:

Gan Ainm, Gan Ainm, Gan Ainm

The Drunken Landlady, Gan Ainm, Gan Ainm
Gan Ainm, Gan Ainm, Gan Ainm

Battle Of Aughrim, Gan Ainm, Lord Mayo
Gan Ainm, Gan Ainm, Tom Billy’s

Girls Of Banbridge, Gallowglass, Gan Ainm
The Blackbird, Gan Ainm, Mrs Galvin’s

Gan Ainm

Gan Ainm, Bunch of Green Rushes, Gan Ainm
Gan Ainm, Gan Ainm, Anthony Frowley's

Gan Ainm, Toss the Feathers (II), Gan Ainm

https://soundcloud.com/oconaillfamilyandfriends

Sturm, B. L. and Ben-Tal, O. (2018). Let’s Have Another Gan Ainm: An experimental album
of Irish traditional music and computer-generated tunes. Technical report, KTH.


https://soundcloud.com/oconaillfamilyandfriends

“Let’s Have Another Gan Ainm”

« 31 tunes in total arranged in 11 sets
« material of 20 tunes generated by folk-rnn models
* 11 tunes come from traditional repertoire

« Banarsé had access to all 100,000 tunes, but he took
tunes from only six of the 34 volumes

« Banarsé and the musicians were free to do as they wished
* More info:

 Ben-Tal, Harris, and Sturm, “How music Ai is useful:
Engagements with composers, performers, and
audiences”, Leonardo, 2020.



The llliac Suite (1957)



https://youtu.be/fojKZ1ymZlo

Music from EDSAC (1960)
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https://youtu.be/fojKZ1ymZlo
https://www.youtube.com/watch?v=gogIM2kKB1U&list=PLT_o2wa6T9d6ZMPnYW13XS6UoqymtxzN4
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https://youtu.be/fojKZ1ymZlo
https://www.youtube.com/watch?v=gogIM2kKB1U&list=PLT_o2wa6T9d6ZMPnYW13XS6UoqymtxzN4
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Let’s get serious!

My Saturday morning fun developed into several
Interesting research questions:

How far can we get with off-the-shelf (vanilla) ML?

- boblisturm @boblsturm - 22h
4 : :
- Even more Endless Music Sessions
Even more Endless Music Sessions

We have just injected 12,000+ new tunes into the
Endless folk-rnn Traditional Music Session. Now you can
audition sets assembled from tunes generated by thr...

Minhnasnamt warrnsroec rem
Ik'l'n\.,‘ull“_l'.- LWOTGDINesSs. LU

; " Joao Felipe @seaandsailor - 18h

: &

- Paraphrasing @douglas_eck, ABC is "cheat mode" for music generation :)
¥ folk-rnn doesn't have anything fancy besides a good representation.



Let’s get serious!

My Saturday morning fun developed into several
Interesting research questions:

 How does the system work?
 Where is its knowledge in its 5.6 million parameters?

Sturm et al., “Machine learning research that matters for music creation:
A case study,” J. New Music Research 48(1): 36-55, 2018.
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folk-rnn (v2): architecture

5,599,881 parameters
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Let’s get serious!

My Saturday morning fun developed into several
Interesting research questions:

 How can we evaluate the resulting models?
« How can such models assist/hinder music creation?

Involving practitioners, organizing workshops and
concerts, composing ourselves and inviting others,
cherry picking, ...

The models definitely assist me! But mileage may vatry.

Sturm et al., “Machine learning research that matters for music creation:
A case study,” J. New Music Research 48(1): 36-55, 2018.



Let’s get serious!

My Saturday morning fun developed into several
Interesting research questions:

 How can folk music improve ML research?
« What does this mean for traditional music?



MUSAIC: 2020-2025 @ KTH

Music at the Frontiers of
Artificial Creativity and Criticism

Confronting questions and challenges at the frontier of the Al
disruption/transformation of music

https://musaiclab.wordpress.com



https://musaiclab.wordpress.com/

Ai Music Generation Challenge 2020

Build an Ai that generates the most plausible double jigs,
as judged against the 365 published in O’Neill’s
The Dance Music of Ireland (1907).

Up to two prizes awarded

The panel of judges consisted of four (human) experts in
Irish traditional music and performance

A performance of the best Al jigs occurred at the 2020
Joint Conference on Al Music Creativity

More information



https://boblsturm.github.io/aimusic2020/
https://www.kth.se/en/eecs/om-oss/konferenser-och-event/aimusic2020/ai-music-generation-challenge-2020-1.946478

Ai Music Generation Challenge 2020

https://youtu.be/KSoSyoEx6hc



https://boblsturm.github.io/aimusic2020/
https://www.kth.se/en/eecs/om-oss/konferenser-och-event/aimusic2020/ai-music-generation-challenge-2020-1.946478
https://youtu.be/KSoSyoEx6hc

Ai Music Generation Challenge 2020

Build an Ai that generates the most plausible double jigs,
as judged against the 365 published in O’Neill’s
The Dance Music of Ireland (1907).

Three aims:

to promote meaningful approaches to evaluating music Ai;

to see how music Ai research can benefit from considering traditional
music, and how traditional music can benefit from music Ai research;

to facilitate discussions about the ethics of music Ai research applied
to traditional music practices.



Ai Music Generation Challenge 2021

Build an Ai that generates the most plausible ...

https://github.com/boblsturm/aimusicgenerationchallenge2021



https://github.com/boblsturm/aimusicgenerationchallenge2021

Ai Music Generation Challenge 2021

Build an Ai that generates the most plausible ...

Slangpolskas!

https://github.com/boblsturm/aimusicgenerationchallenge2021



https://github.com/boblsturm/aimusicgenerationchallenge2021

folkRNN

generate a folk tune with a
recurrent neural network

PRESS TO GENERATE TUNE

MODEL
| folwikise |

TEMPERATURE SEED

R o | 352794 \

METER' MODE
D Minor

INITIAL ABC

Enter start of tune in ABC
notation
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https://themachinefolksession.org/tune/551



https://themachinefolksession.org/tune/551

FAQ

=

https://tunesfromtheaifrontiers.wordpress.com/



https://tunesfromtheaifrontiers.wordpress.com/

https://github.com/boblsturm/MF Society Tunebook
https://www.facebook.com/groups/TheMF Society



https://www.facebook.com/groups/TheMFSociety
https://github.com/boblsturm/MFSocietyTunebook

